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1 Experimental setup

In SUN397 experiment [7], the training size is 50 images per category. Experiments are ran on 10
Splits of train set and test set given in the dataset.

In MIT Indoor67 experiment [6], the training size is 100 images per category. Experiment is ran on
1 split of train set and test set given in the dataset. On the 10 splits randomly generated by ourself,
the classification accuracy is 69.10%±1.62%

In the Scene15 experiment [3], the training size is 50 images per category. Experiments are ran on
10 random splits of train set and test set.

In the SUN Attribute experiment [5], the training size is 150 images per attribute. The report result
is average precision. The splits of train set and test set are given in the paper.

In Caltech101 and Caltech256 experiment [1, 2], the training size is 30 images per category. The
experiments are ran on 10 random splits of train set and test set.

In Stanford Action40 experiment [8], the training size is 100 images per category. Experiments are
ran on 10 random splits of train set and test set. The reported result is classification accuracy.

In UIUC Event8 experiment [4], training size is 70 per category and the testing size is 60 images per
category. The experiments are ran on 10 random splits of train set and test set.

2 Visualization

More visualization of the units in the ImageNet-CNN and Places-CNN is attached.
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ImageNet-CNN Pool 2 units PLACES-CNN Pool 2 units
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ImageNet-CNN Pool 5 units PLACES-CNN Pool 5 units



  

ImageNet-CNN Pool 5 units PLACES-CNN Pool 5 units



  

ImageNet-CNN FC 7 units PLACES-CNN FC 7 units


	Experimental setup
	Visualization
	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7

